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Abstract

Background: Early prediction of students' learning performance using data mining techniques is an important topic these days. The purpose of this literature review is to provide an overview of the current state of research in that area. Method: We conducted a literature review following a two-step procedure, looking for papers using the major search engines and selection based on certain criteria. Results: The document search process yielded 133 results, 82 of which were selected in order to answer some essential research questions in the area. The selected papers were grouped and described by the type of educational systems, the data mining techniques applied, the variables or features used, and how early accurate prediction was possible. Conclusions: Most of the papers analyzed were about online learning systems and traditional face-to-face learning in secondary and tertiary education; the most commonly used predictive algorithms were J48, Random Forest, SVM, and Naive Bayes (classification), and logistic and linear regression (regression). The most important factors in early prediction were related to student assessment and data obtained from student interaction with Learning Management Systems. Finally, how early it was possible to make predictions depended on the type of educational system.
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Predicting students learning performance is a challenging but essential task in education (Romero & Ventura, 2013). The prediction of academic performance is important not only to help students take control of their own learning and become self-regulated learners but also to allow educators to identify at-risk students and reduce the chances of failure (Bogarín et al., 2018). This is a difficult task because of the many possible factors that can influence student performance. In order to shed some light on this problem, EDM (Educational Data Mining) and Learning Analytics (LA) techniques have been successfully applied, mainly in e-learning environments (LMS -Learning Management Systems-, MOOC -Massive Open Online Courses-; etc.), where the volume of generated data is especially large and the students’ activity reflects their learning processes (Castro et al., 2007). Data with information about students can also be gathered from traditional face-to-face education environments and from blended learning environments (B-learning).

The use of EDM and LA techniques to analyze these large amounts of data has produced interesting, interpretable, useful and novel information about learners (Fayyad et al., 1996). The application of Data Mining (DM) techniques to information about learning activities produced in educational environments is known as EDM (Barnes et al., 2009). EDM uses the same DM techniques with certain adaptations depending on the specific problems to be solved (Romero & Ventura, 2020). One of its main tasks is to predict student learning performance (failure, success, school dropout, etc.). LA can be defined as the measurement, collection,
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analysis, and reporting of data about learners and their contexts, for the purposes of understanding and optimizing learning and the environments in which it occurs (Siemens, 2013). Hence, EDM and LA are deeply related fields, and share the common objective of predicting and guiding student learning.

Early prediction can be defined as the application of predictive models that use key variables to accurately predict student failure or dropout as early as possible (Berens et al., 2018; Yu et al., 2018). It also refers to the technological information in the management of students' academic work for the early detection of their potential or real academic problems (Wang et al., 2018). It is necessary to detect at-risk students as early as possible and thus provide early intervention or care to help students succeed and to prevent them from quitting or failing. A wide range of student information can be used to make early predictions of student performance. Examples include student-completed questionnaires (Krotseng, 1992), lessons and activities in the early stages of courses (Costa et al., 2017), student performance and demographic data (Berens et al., 2018), activities and comments on evaluations to analyze feelings (Yu et al., 2018), records from online environments (Howard et al., 2018), and affective and emotive variables (Mújica et al., 2019) among others.

Early prediction is a challenging task for the EDM field due to the many factors that can influence a student's final status. It is a critical issue in education because it concerns many students at all stages (primary education, secondary education, and tertiary or higher education) and in schools and universities all over the world. Early prediction is also essential in order to identify at-risk students as early as possible in order to implement programs that provide appropriate, effective prevention strategies, give advice or recommendations, and carry out remedial actions or interventions (Romero & Ventura, 2019).

Although there are some review papers about the prediction of academic performance (Ameen et al., 2019; Felix et al., 2018), the identification of at-risk students in general (Nik Nurul Hafzan et al., 2019), the use of exclusively LMS course data for prediction (Na & Tasir, 2018), and the application of Early Warning Systems (óEWSó (McMahon & Sembiante, 2020) (Liz-Domínguez et al., 2019), none of them focus on early prediction through data mining techniques. This is the main reason that the current survey is necessary.

In this paper, rather than only analyzing studies about early prediction, an analysis was also carried out looking at different aspects related to early prediction, such as the education systems considered, the most commonly-used techniques and algorithms, how early it is possible to predict, and which are the most commonly-used variables or attributes.

The purpose of this survey is to conduct a systematic review of the literature about early prediction of academic performance in order provide readers with an introduction to the application of EDM/LA for early prediction and thus answer the following research questions: In what type of educational system has early prediction been applied most often? What techniques have been used most often? Which specific algorithms are the most used, and which have produced the best prediction results? How early can academic performance be predicted with acceptable accuracy? What specific variables or attributes have been used and demonstrated better performance?

The major original scientific contributions of this paper are:

- We present and summarize the most important scientific literature about the use of data mining techniques for early prediction of student performance.
- We have taxonomized those references and grouped them by the type of educational system.
- We have discovered and presented a series of research niches and opportunities in the area by analyzing aspects such as the most-used techniques, the attributes used, and how early the predictions of academic performance can be made.

This paper is organized as follows: The procedure section describes the process used for the systematic review. The results and discussion sections describe the studies selected, and the answers to the five research questions. Finally, the conclusions and future lines of research are presented.

Method

Procedure

Search strategy

We followed the systematic literature review procedure by Tranfield et al. (2003). Systematic reviews begin by defining a review protocol that specifies the research questions and the methods that will be used to perform the review. Following that, we defined the keywords and the explicit inclusion and exclusion criteria for searching for and selecting papers about early prediction. A double filter process was applied to discard papers that did not meet the inclusion criteria after reading the abstract (first filter) and the full paper (second filter).

We used Google Scholar, Web of Science, and Scopus search engines in order to search for all academic papers about early prediction published up to November 2020. The search used the following search terms:

1. “Early prediction” AND “Data Mining” AND (“academic performance” OR “at-risk students” OR dropouts)
2. “Early prediction” AND “Learning Analytics” AND (“academic performance” OR “at-risk students” OR dropouts)
3. “Early detection” AND “Data Mining” AND (“academic performance” OR “at-risk students” OR dropouts)
4. “Early detection” AND “Learning Analytics” AND (“academic performance” OR “at-risk students” OR dropouts)
5. “Early warning systems” AND (“academic performance” OR “at-risk students” OR dropouts)

Selecting papers

The papers were selected by reading both the abstract and full content of the papers initially downloaded from the search and applying the following inclusion and exclusion rules:

- Inclusion: articles focused exclusively on the topic of early prediction of student performance through EDM techniques.
- Exclusion: articles that did not actually perform early prediction of students’ performance through EDM techniques despite containing some of the search keywords.
Results

Starting from the search using the keywords noted above, a total of 133 papers were downloaded. There were 97 journal articles, 29 articles from international conferences, and 7 items corresponding to types such as books, reports, and doctoral theses.

As Figure 1 shows, the preliminary search identified 133 papers published up to November 2020 whose titles included the defined keywords. The abstract of each paper was read, leading to 17 papers being discarded for not doing early prediction. The remaining 116 papers were read in full, and 34 additional papers were discarded for the same reason. Many papers contained early prediction in the titles, but in reality they described classical prediction by using all the information provided at the end of the courses. The remaining 82 papers were used to answer the five research questions.

After reading the final selection of 82 articles, an analysis was carried out from various perspectives in order to answer each of the 5 research questions. In the sections, we describe and discuss the results and give an overview of the literature about the topic.

Discussion

Figure 2 shows that the first papers were published in the 1990s, which indicates that early prediction is not a new concern. However, it was not until 2008 when further research in this regard began,
and the most significant contributions came in the last decade. In addition, we have noticed that in the last 4 years (2017-2020) there have been a significant number of contributions.

Table 1 shows the 5 most-cited papers about early prediction of student learning performance. The first ranked paper affirms that LMS-generated student data can be used for identifying at-risk students and can allow more timely pedagogical interventions (Macfadyen & Dawson, 2010). The second describes the goals and objectives of the Open Academic Analytics Initiative (OAAI), and describes the process and challenges of collecting, organizing and mining student data to predict academic risk and the results of interventions with at-risk students (Jayaprakash et al., 2014). The third paper explores the socio-demographic variables and study environment that may influence student persistence or dropout and examines the extent to which these factors help us in pre-identifying successful and unsuccessful students (Kovačić, 2010). The fourth paper seeks to identify significant behavioral indicators of learning using LMS data regarding online course achievement (You, 2016). The fifth paper in the ranking presents a comparative study on the effectiveness of educational data mining techniques for early prediction of students likely to fail in introductory programming courses (Costa et al., 2017).

**What type of educational system has early prediction been applied to most often?**

Early prediction can be applied to various types of educational systems and levels. These include: Traditional education, referring to long-established practices traditionally used in schools (in-person); E-learning, which is a form of distance learning completely virtualized through digital channels (mainly the internet); and Blended learning, in which e-learning is combined with in-person classes (Romero & Ventura, 2013). The different educational levels are: Primary education, the first stage in formal compulsory education; Secondary education, the final stage of basic education and the phase before tertiary level; and Tertiary education, which refers to education provided mainly at universities, for example leading to academic or professional degrees.

To answer this question, we classified the selected papers by the type of educational system and education level. As Figure 3 shows, the studies used data mostly from online learning (47 papers – 57.3%) followed by traditional in-person environments (30 papers – 36.6%), while very few studies were conducted in hybrid or B-learning environments (5 papers – 6.1%). Figure 3 also shows that most of the 82 papers described studies done with students in tertiary education (76 papers – 86.6%), a few with secondary level students (6 papers – 7.3%), and none with primary level students. This indicates that most of the effort to date has been in early prediction with university students, which is also in accordance with the accessibility of the data. Student data from learning environments is easier to collect, manage and analyse, and in the authors’ experience, higher education is much more computerized than primary and secondary education.

Table 2 shows a summary of the 82 selected papers grouped by type of educational environment and education level.

<table>
<thead>
<tr>
<th>#</th>
<th>Title</th>
<th>Reference</th>
<th>#Cites</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Mining LMS data to develop an “early warning system” for educators: A proof of concept</td>
<td>(Macfadyen &amp; Dawson, 2010)</td>
<td>1028</td>
</tr>
<tr>
<td>2</td>
<td>Early Alert of Academically At-Risk Students: An Open Source Analytics Initiative</td>
<td>(Jayaprakash et al. 2014)</td>
<td>332</td>
</tr>
<tr>
<td>3</td>
<td>Early Prediction of Student Success: Mining Students Enrolment Data</td>
<td>(Kovačić, 2010)</td>
<td>262</td>
</tr>
<tr>
<td>4</td>
<td>Identifying significant indicators using LMS data to predict course achievement in online learning</td>
<td>(You, 2016)</td>
<td>245</td>
</tr>
<tr>
<td>5</td>
<td>Evaluating the effectiveness of educational data mining techniques for early prediction of students’ academic failure in introductory programming courses</td>
<td>(Costa et al., 2017)</td>
<td>199</td>
</tr>
</tbody>
</table>

**Figure 3. Education level data by type of learning environment**
What EDM techniques have been most used to date?

There are different data mining techniques for early prediction of student performance, both supervised (classification and regression) and unsupervised (clustering and association). Classification tries to predict a categorical or nominal value whereas regression tries to predict a numerical value. Clustering puts similar objects into groups and association finds associations or relationships.

Figure 4 shows the frequency of use of techniques in the 82 selected papers in order to determine the most widely-used techniques in EDM. Classification is the most commonly-used technique with 50 papers (42.4%), followed by regression with 33 papers (28%). Clustering, with 13 papers (11%), and association, with 2 papers (1.7%), were used much less often, along with other techniques that were not specified (16.9% noted Machine Learning/Data Mining generically). Hence, the two main DM techniques that have traditionally been applied to early prediction of student academic performance are classification and regression, both supervised techniques. Regression techniques have been used to predict the specific numerical value of a student’s performance, and classification has been used to predict the class to which the student belongs, such as Pass/Fail, Success/Failure, or Retain/Dropout.

Which specific algorithms are the most used, and which have produced the best prediction results?

There is a wide range of specific data mining algorithms for doing early prediction. In classification, the most popular were Decision Tree, Random Forest, Support Vector Machine, Naive Bayes, K-Nearest-Neighbour, Boosted Trees, Adaptive Boosting, Gradient Boosting. Popular regression algorithms included Logistic Regression, Linear Regression, and Bayesian Additive Regressive Trees. In Clustering, the popular algorithms were K-Means, Balanced Iterative Reducing, and Clustering using Hierarchies, while in Association, they were Class Association Rule and Random Guess.

Table 3 shows a summary giving the type of DM method, the name of the specific algorithm, and the number of times each algorithm was used in the papers in absolute and percentage terms. The most widely-used algorithms were Naive Bayes, Decision Tree, Support Vector Machine and Logistic Regression.

In terms of algorithm accuracy, the best results were obtained by Miguéis et al. (2018), who achieved 96.1% prediction accuracy with Random Forest, and Razak et al. (2018), who achieved 96.2% with linear regression and 82% with decision tree (J48). Jiang et al. (2014) achieved 92.6% accuracy with logistic regression. Costa Table 2

<table>
<thead>
<tr>
<th>Educational Environment</th>
<th>Education Level</th>
<th># Papers</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Face-to-face</td>
<td>Secondary</td>
<td>5</td>
<td>6.1</td>
</tr>
<tr>
<td></td>
<td>Tertiary</td>
<td>25</td>
<td>30.5</td>
</tr>
<tr>
<td>E-Learning</td>
<td>Secondary</td>
<td>1</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td>Tertiary</td>
<td>46</td>
<td>56.1</td>
</tr>
<tr>
<td>B-Learning</td>
<td>Tertiary</td>
<td>5</td>
<td>6.1</td>
</tr>
</tbody>
</table>

Table 3

<table>
<thead>
<tr>
<th>Method</th>
<th>Algorithm</th>
<th>#</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classification</td>
<td>Decision Tree (J48)</td>
<td>31</td>
<td>38%</td>
</tr>
<tr>
<td></td>
<td>Random Forest</td>
<td>25</td>
<td>30%</td>
</tr>
<tr>
<td></td>
<td>Support Vector Machine</td>
<td>21</td>
<td>26%</td>
</tr>
<tr>
<td></td>
<td>Naive Bayes</td>
<td>14</td>
<td>17%</td>
</tr>
<tr>
<td></td>
<td>K-Nearest-Neighbor</td>
<td>10</td>
<td>12%</td>
</tr>
<tr>
<td></td>
<td>Boosted Trees</td>
<td>7</td>
<td>9%</td>
</tr>
<tr>
<td></td>
<td>Adaptive Boosting</td>
<td>7</td>
<td>9%</td>
</tr>
<tr>
<td></td>
<td>Gradient Boosting (XGBoost)</td>
<td>3</td>
<td>4%</td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>5</td>
<td>6%</td>
</tr>
<tr>
<td>Regression</td>
<td>Logistic Regression</td>
<td>23</td>
<td>28%</td>
</tr>
<tr>
<td></td>
<td>Linear Regression</td>
<td>12</td>
<td>15%</td>
</tr>
<tr>
<td></td>
<td>Bayesian Additive Regressive Trees</td>
<td>1</td>
<td>1%</td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>12</td>
<td>15%</td>
</tr>
<tr>
<td>Clustering</td>
<td>K-Means clustering</td>
<td>2</td>
<td>2%</td>
</tr>
<tr>
<td></td>
<td>Balanced Iterative Reducing and Clustering using Hierarchies</td>
<td>1</td>
<td>1%</td>
</tr>
<tr>
<td>Association</td>
<td>Class Association Rule</td>
<td>1</td>
<td>1%</td>
</tr>
<tr>
<td></td>
<td>Random Guess</td>
<td>1</td>
<td>1%</td>
</tr>
</tbody>
</table>

Figure 4. Frequency of use of EDM techniques
et al. (2017) achieved 92% accuracy. However, they also applied naive Bayes and decision tree algorithms as did Casey (2017), who achieved 69% prediction accuracy. In contrast, Chung & Lee (2018) achieved 95% accuracy with their best model applying random forest, while Wang et al. (2018) applied naive Bayes and achieved 85% accuracy.

**How much earlier can academic performance be accurately predicted through EDM techniques?**

Course length varies depending on the educational environment. For example, traditional education courses can last from four months to a semester or a year. The B-learning modality is similar because the system generally fits the times of an in person (traditional) course, while in e-learning, a course can last from a few weeks to several months. This means that there are different timespans for early prediction, therefore, the answer to this question is addressed for each type of educational environment separately. Early prediction times will depend on the modality of the course.

**Traditional Environment**

Within the traditional in-person educational environment, most papers do not explicitly indicate how early they can predict academic performance, very few provide that information. Berens et al. (2018) conducted a study over several semesters of bachelor’s degrees at two universities (state and private). They showed that the prediction accuracy significantly improved as the semesters went by. At the time of the students’ enrolment, they achieved 68% prediction accuracy for the public university and 67% for the private. After obtaining student performance data at the end of the first semester, they achieved 79% accuracy for the public university and 85% for the private, and after the fourth semester, the prediction accuracy reached 90% for the public and 95% for the private. In contrast, Wang et al. (2018) only indicated that success or failure can be predicted in the first semester with good accuracy. Bursać et al. (2019) used models that were, in the second week of a 13-week course, able to determine whether some of the students needed assistance in learning and assimilating learning materials in order to achieve a good grade at the end of the educational process.

**E-Learning Environment**

One of the most notable of the papers about e-learning courses was from Kuzilek et al. (2015). They managed to increase prediction accuracy by approximately 50% at the beginning of the semester and more than 90% at the end of a high school course. In a 16-week course, Han et al. (2016) produced a model in which the area under the curve, AUC (an indicator of the goodness of the prediction that represents the relationship between the sensitivity and specificity of a predictive model), was in the 0.62–0.83 range, predicting a week ahead. Howard et al. (2018) predicted students’ final grades at week 6 (out of 12), based on a mean absolute error up to 6.5 percentage points. Vitiello et al. (2018) achieved 0.8 Accuracy when considering the active time of 10% of the users or the first five days after the initial user interaction. According to Hlosta et al. (2017), it is important for evaluations to be performed in the first few days of a course. If the score is over 50%, there is a high probability of students’ academic success. Aljohani et al. (2019) Predicted pass/ fail classes with around 90% accuracy within the first 10 weeks of student interaction in a virtual learning environment. Queiroga et al. (2020) predicted at-risk students with an AUC above 0.75 in the initial weeks of a course. Li et al. (2020), reported an AUC score of 0.8262 in the task of next-day prediction while the performance fell to 0.7430 in a next-two-week prediction task.

**B-Learning Environment**

In papers about B-learning, Costa et al. (2017) achieved an accuracy that varied between 0.50 and 0.82 in a distance education course and from 0.30 to 0.79 for a course on the learning environment. These results indicate that after the first week of these courses, it was possible to identify students who were likely to fail with at least 50% effectiveness. Lu et al. (2018) showed that the final academic performance of students in a blended course could be predicted with high stability and accuracy between weeks 1–6 of the course (out of 18). Macarini et al. (2019) detected at-risk students in the first week of a course with an AUC value from 0.7 to 0.9.

**What specific variables or attributes have been used and produced better performance?**

The variables and student attributes used for prediction vary depending on the educational environment, and even within the

<table>
<thead>
<tr>
<th>Table 4: Most used variables classified by educational environment and source of data</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FACE-TO-FACE</strong></td>
</tr>
<tr>
<td>Demographics: age, nationality, sex, city, family income level, having a scholarship, having a job or baby, living with parents, legal guardians’ educational attainment</td>
</tr>
<tr>
<td>Activity: Homework grade, homework clicks, attendance, discussion, positive valence, negative valence, neutral valence, average of valence, ePortfolio engagement features</td>
</tr>
<tr>
<td>Performance: Total credits, credits gained, failing credits, passing rate, arithmetic mean score, weighted average credit score, average credit score point, credit score point, failing score</td>
</tr>
<tr>
<td>Interaction: Videos watched, problems attempted; total number of activities; total number of active days; total number of sessions, number of successful compilations, ratio between on-campus and off-campus connections, number of connections, time spent on the platform, time spent on slides within the platform, time spent typing in the platform, time idle in the platform, slides covered, number of slides visited, number of slides opened, number of transactions, number of mail messages read, number of mail messages sent, number of discussion messages read, number of files viewed, number of web links viewed, number of clicks</td>
</tr>
<tr>
<td><strong>E-LEARNING</strong></td>
</tr>
<tr>
<td>Distance education: time and number of accesses and messages in communication tools (blog, glossary, wiki, and forums), video-viewing behaviour, out-of-class practice behaviour, number of clicks and time with other course resources, quiz scores and virtual tutoring</td>
</tr>
<tr>
<td><strong>B-LEARNING</strong></td>
</tr>
<tr>
<td>On-campus: age, gender, civil status, income, number of homework exercises, participation in class, performance in weekly activities and final exam</td>
</tr>
<tr>
<td>Distance education: time and number of accesses and messages in communication tools (blog, glossary, wiki, and forums), video-viewing behaviour, out-of-class practice behaviour, number of clicks and time with other course resources, quiz scores and virtual tutoring</td>
</tr>
</tbody>
</table>
same environment, the variables vary between studies. Researchers have used different groups of variables in each paper, which makes it hard to tabulate the variables by frequency of use. In general, these variables come from the same data sources, such as student demographics, student activities and student interactions. Table 4 shows the most commonly-used variables in the selected papers grouped by the type of educational system and source of data.

As Table 4 shows, in Traditional education, there are three main sources of variables: demographics, performance, and activity. In E-learning environments there are only two: variables related to student interactions and performance. Finally, on-campus and distance education related variables were found to be used in B-learning systems. In order to see which variables produced the most accurate predictions, we examine each type of educational environment separately below.

**Traditional Environments**

In traditional in-person educational environments, there are a group of variables that were used most. Berens et al. (2018), Cano & Leonard (2019), and Araújo et al. (2019) used academic performance data and student demographic data to achieve a 79% prediction accuracy at the end of the first semester for a public university and 85% for a private university in applied sciences. Along similar lines, Aguiar et al. (2014) used similar data, supplemented with ePortfolio engagement features, where the highest AUROC value (0.929) was obtained by the dataset with the highest academic participation, and the academic performance was worst with an AUROC value of 0.654. Kovačić (2010) used student demographic data and the study environment to achieve a general classification percentage of 60.5%. Yu et al. (2018) considered the relative variables of tasks, assistance, and discussion. They also considered a variable called courage, which is obtained by applying sentiment analysis to identify affective information within self-evaluations based on written text, comments that reflect learning attitudes towards the lesson, comprehension of the course content, and learning difficulties, which produced a prediction accuracy of 76%.

**E-Learning Environments**

In e-learning education systems, most of the studies used attributes related to interaction with the learning environment. Kuzilek et al. (2015) used these types of attributes to achieve 93.4% accuracy. Similarly, Chui et al. (2018) used these same types of attributes, among others related to module presentation, and achieved between 92.2% and 93.8% accuracy predicting at-risk students. Among the papers that focused more on the attributes of interaction with the study courses, Han et al. (2016) used attributes such as time of interaction with resources, the interaction of students with problems and submissions, and study habits to achieve an AUC between 0.62 and 0.83. Other studies used attributes such as the number of emails sent, and the number of evaluations made. Maftypeyen & Dawson (2010) and Nistor & Neubauer (2010) achieved significant prediction results and they indicated that quiz marks were a very important predictive factor. Olivé et al. (2019) used neural networks to predict which students were likely to submit their assignments on time using data from student and peer activity, student activity and peer activity separated from course info, and student activity, peer activity, and course information trained separately (the networks with the greatest predictive power). Mbouzao et al. (2020) identified failure patterns of up to 60% of students who would dropout or fail the course based on the first week student interaction with MOOC videos in a thirteen-week course, and were able to identify 78% of successful students. Kazilek et al. (2015), Ortigosa et al. (2019), Kostopoulos et al. (2019), and Waheed et al. (2020) used demographic and variable data from the LMS. Choi et al. (2018), Aljohani et al. (2019), Villa-Torrano et al. (2020), Chen & Cui (2020), and Cui et al. (2020) used the number of clicks as a predictive attribute.

**B-Learning Environments**

The most used variables for B-Learning environments came from on-campus traditional in-person and distance or e-learning sources. Costa et al. (2017) used attributes such as gender, marital status, age, exam, forums, access, messages, wiki, and transfers, producing predictions that were 92% accurate. Lu et al. (2018) used attributes such as video visualization, out-of-class practice behaviour, homework and questionnaire marks, and after-school tutoring assistance, achieving accuracy between 82-83%. Macarini et al. (2019) used data linked to three different aspects of student interactions (cognitive presence, teaching presence, and social presence) aiming to predict students at risk of failing based on an existing theory about how interactions work inside Virtual Learning Environments. Gitinabard et al. (2019) found that the most important features were total time spent in both types of sessions, total number of actions performed in both browser and study sessions, number of study and browser sessions, number of homogeneous sessions between study and browser sessions.

**Research Directions**

In this paper, we have described the current state of the art in early prediction of student performance through data mining techniques by means of a systematic review of the literature. We also defined five research questions whose answers can provide important findings for the scientific educational community:

- With regard to the first research question, we have shown that most of the published papers were about online learning systems and traditional in-person secondary and tertiary education. However, very little research has been conducted on early prediction in primary education, which is an open research area. According to the results published in some recent papers, one very promising field is the application of data mining techniques for early prediction of student performance in blended learning environments.
- In relation to the second question, we have shown that the most commonly-used techniques were classification and regression. However, it should be noted that the application of association and clustering in conjunction with the first two may imply a certain trend. At the very least, the clustering technique was shown to be able to be used to make a prediction without using any other techniques (Chau et al., 2018).
- In terms of the third question, we have shown that within each technique, there were some specific algorithms that were widely used and which have produced very good
Finally, we would like to highlight some future lines that we consider important research opportunities for the EDM research community:

• Selecting and evaluating what are the most important very early factors or indicators that affect student performance in each type of educational system and at each level: More research is needed on selecting the best features to use according to the type of educational system in order to be able to provide earlier predictions (for example in the first day or week, or even before starting the course, when the student registers). This can be dealt with as a multi-view problem, in which the huge amounts of data used for making predictions come from multiple sources and different data sources and we need to select the best attributes.

• Generalizing early prediction models in order to apply them or transfer them to other courses. There is a need to generalize and reuse these models but providing good accuracy is a challenge because they are specific to the courses. The problem is that each study uses different features according to the characteristics of each course, which creates difficulties in adapting any one of the existing plethora of models to any course. More work is necessary to produce good models that are transferable to different courses from the original.

• Developing and testing Early Warning Systems (EWS) and Response to Intervention (RtI) in a real education environment. Real early warning environments should be integrated to close the circle so that following prediction, actions or mitigation measures should be taken for at-risk students at risk: show results, send reports, make recommendations, provide feedback to different stakeholders, etc. More research is necessary in EDM to develop frameworks, early warning systems and apply real-time intervention strategies in educational environments to work together with educational science (Romero & Ventura, 2019).
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